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In today’s digital age, the widespread dissemination of information through social media 
platforms has a profound impact on people’s thoughts and actions. It fosters lively discussions 
and debates among individuals, but also sparks online conflicts that exacerbate social tensions 
and divisions. Therefore, it brings a challenge: how to eliminate these online conflicts. In this 
paper, we analyze and solve it from an algorithmic perspective. We introduce individuals who 
are willing to persuade their close friends to avoid conflicts with others. Our objective is to 
strategically select a group of influencers who can encourage others to act as mediators, thus 
mitigating online conflicts within the realm of social networks. Hence, an optimization problem 
is formulated, which is proved to be NP-hard and #P-hard. Subsequently, to solve the problem, an 
algorithm grounded in a reverse sampling technique is proposed, which achieves a performance 
bound of (1 − 1∕𝑒). Finally, the result of experiments on real-world networks datasets to evaluate 
our algorithm and shows that our algorithm outperforms all comparisons.

1. Introduction

As the result of the development of Internet, nowadays social media spreads rich information at an exponential rate and is pro-
foundly affecting people’s opinions and communications on various issues. Meanwhile, social media brings many new online conflicts 
and deepens the existing online conflicts among people [5]. In the United States, people are deeply troubled by debates on various 
social issues such as racial discrimination and abortion, which further escalate into online conflicts involving the dissemination of vi-
olent messages, hate speech, and comments among individuals [39]. In the European Union, about 40% of people have been suffered 
from online conflicts by feeling attacked or threatened [9]. All of these irrational and rude online conflicts such as verbal violence 
make the social environment extremely noisy and chaotic, and further aggravate the division and opposition of the crowd [26]. 
Even worse, these online conflicts may spread to the offline world, resulting in exhaustion within real-world society and triggering 
physical violence [8]. In this paper, we specifically denote all the online conflicts as an directed graph with edges like 𝑒𝑢𝑣 between 
two person 𝑢 and 𝑣, where the direction means an attack directed from an attacker to a sufferer. So having only one directed edge 
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Fig. 1. Illustration of resolving a conflict in Twitter.

between two nodes means an unilateral conflict and having both directed edges between two nodes means an bilateral conflict. Then 
we pose questions: How are these online conflicts generated and how can we eliminate them?

Because of its importance and popularity, online conflicts are attracting studies in the fields of sociology, such as the works 
in [10][38][14] and so on. In reality, most conflicts arise because individuals accept incomplete, radical, or incorrect information 
within closed environments [37]. Factors such as rumors, misinformation, and outdated news can contribute to the escalation of 
conflicts. Therefore, timely and widely disseminated positive mediation can play a crucial role in resolving conflicts and correcting 
misperceptions. Providing authoritative and impartial information can help counteract the spread of misinformation and rumors, 
offering individuals a more accurate understanding of the situation [18]. Additionally, impulsive thinking and reactionary behavior 
also can further exacerbate the online conflict. Thus, promoting harmony and fostering a sense of unity can help alleviate negative 
emotions and create an environment conducive to peaceful resolution. Encouraging dialogue, empathy, and understanding can 
facilitate constructive conversations and bridge the divide between conflicting parties. When people feel heard and respected, it can 
reduce hostility and create opportunities for finding common ground and shared solutions [2].

So it is important for individuals, community leaders, organizations, and governments to actively engage in promoting positive 
mediation. By doing so, it becomes possible to mitigate conflicts and build a more harmonious and inclusive society. Note that the 
“Word-of-mouth” effect suggests that people usually trust the words from their close friends and can be easily persuaded by them 
[16]. Therefore, with this advantage of social influence, encouraging people to mediate their contentious online friends involved in 
the conflict also provides a way to help resolve the online conflicts [25]. We give a vivid scenario from an observant on Twitter to 
show how the conflict is resolved. As shown in Fig. 1, users 𝑏, 𝑗, and 𝑐 are friends of users 𝑑 and 𝑖, while user 𝑒 is a friend of user 𝑓 . 
Users 𝑎 and 𝑓 are attacking each other by verbal violence in the comment area of certain tweet. By the call of harmony from users 
𝑎, ℎ, users 𝑏, 𝑐 and 𝑒 may be influenced as mediators to persuade their close friends 𝑑, 𝑖, 𝑓 to stop attacking.

Here, we adopt this idea of selecting a subset of users as seeds to influence all attackers’ close friends to act as mediators who can 
persuade attackers to stop the conflicts and hence solve the problem of online conflicts effectively from an algorithmic perspective. 
Intuitively, we might believe the strategy that influencing more people to become mediators can eliminate conflicts, and it aligns 
with the optimization goal of traditional influence maximization [15]. However, the following examples demonstrate that such a 
simplistic optimization goal does not work well. In Fig. 1, we assume that the direct edges from nodes ℎ and 𝑎 represent a definite 
influence, where a node must be persuaded by its close friend who is already influenced to become a mediator.

When considering the most influential approach of encouraging more people to become mediators, selecting seed node ℎ can 
influence three individuals 𝑏, 𝑗, 𝑐, to become mediators. This intervention can prevent attackers 𝑑 and 𝑖 from attacking each other, 
but it fails to completely resolve the conflict and none are freed from the conflict. But if we select user 𝑎 as the seed, even though 
it can only influence one individual 𝑒 to become a mediator, it has the advantage of freeing individuals 𝑓 and 𝑔 from the conflict 
completely, and reducing the level of attack on users 𝑑 and 𝑖. From this example, it is evident that in order to better eliminate 
conflicts, it is necessary to design more sophisticated models and algorithms to provide more accurate strategies to select seeds.

At the modeling level, we first adopt a probability 𝑝𝑎(𝑢) ∈ [0, 1] to measure the likelihood of an attacker 𝑢 being persuaded to stop 
the conflicts by its close friends to cease the conflicts. Here, we intuitively set this probability using the Bernoulli process, where u is 
persuaded by each close friend one by one, each with the same probability and we have

𝑝𝑎(𝑢) = 1 − (1 − 𝑏𝑢)|𝐼(𝑆)∩𝑢| (1)

where 𝐼(𝑆) is the set of all nodes being influenced as mediators by a set of seeds 𝑆, 𝑢 is the set of all close friends of an attacker 𝑢, 
and 𝑏𝑢 is the Bernoulli probability of 𝑢 being persuaded by one of its close friend. Then we adopt a weight 𝑤∗

𝑠 (𝑣) ∈ [0, 1] to measure 
the attack level on a sufferer 𝑣 after the mediation, and we set it intuitively with the percentage of its attackers not being persuaded 
as follows.

|∗
𝑣|
2

𝑤∗
𝑠 (𝑣) = |𝑣| (2)
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where ∗
𝑣 is the set of all attackers who are still attacking after the mediation influence and 𝑣 is the set of all attackers attacking a 

sufferer 𝑣 before the mediation influence. Finally, in this paper, we consider a discrete optimization of choosing seeds to minimize 
the attack level to all sufferers after spreading mediation influence over social networks. Our main contributions are summarized as 
follows:

• We first consider resolving online conflicts from an algorithmic perspective, and formulate it to a discrete optimization of 
choosing seeds to spread mediation influence over social networks to minimize the attack to all sufferers. We prove the problem 
is NP-hard and its objective is #P-hard to compute.

• Instead of heavily repeated Monte Carlo simulations which are time-consuming in large networks, we propose an estimation 
method for the objective function based on the Reverse Sampling technique. A near-optimal (1 − 1∕𝑒) algorithm with theoretical 
analysis is then proposed.

• We conduct various experiments based on real-world databases to evaluate our algorithms.

In the rest of this paper, we firstly review some existing related works of influence maximization in section 2. In section 3, we 
introduce some preliminaries and formulations for our problem and analyze its hardness and related properties. In section 4, we 
introduce an estimation method for the target function and propose an algorithm for the problem. Finally, in section 5, we show our 
experiments and give the conclusion in section 6.

2. Related work

In this section, we introduce the related work from following two fields in influence maximization: (1) Variants of influence 
maximization, and (2) Related algorithms and techniques.

2.1. Variants of influence maximization

The research on the Influence Maximization problem (IM) has always been a focal point in the field of social network analysis. 
Kempe et al. [15] first formulated the IM problem as a discrete optimization task, aiming to select 𝑘 nodes as seeds to maximize the 
expected number of influenced nodes through a stochastic diffusion process in social networks. They specifically analyzed the IM 
problem using the IC and LT models. This work attracted and inspired numerous researchers to delve into social influence, leading 
to the emergence of various variants and extensions.

Many studies focus on the spread problem in various specific scenarios, such as time-constrained scenarios [19,7], topic-aware 
scenarios [1,6], competition scenarios [3,20], rumor control scenarios [13], multi-round scenarios [32], group-fairness scenarios 
[30,36], and others. These works primarily address diffusion models to suit specific scenarios. However, they are all individual-
based, meaning they do not consider the constraints imposed by additional relationships among the nodes. While some works, such 
as [27–29], have considered positive relationships like cooperation and matching, there is also a negative aspect where nodes may 
have conflicting relationships with each other. Ignoring this negative relationship can be detrimental in many scenarios. Therefore, in 
our variant, we take into account online conflicts and consider conflicting relationships among nodes. This necessitates the adoption 
of more precise seed selection strategies to address the challenges posed by the complex conflicting relationships among the nodes.

2.2. Related algorithms and techniques

The basic IM problem is proved to be NP-hard and the influence computation is #P-hard. With the good property of submodularity
the basic greedy method can provide a (1 − 1∕𝑒 − 𝜖)-approximation solution [22], where 𝜖 is the loss caused by influence estimation 
since it’s #P-hard to get the accurate influence. However, such greedy-based methods cost too much time using the heavy Monte 
Carlo simulations to estimate the marginal gain of node’s influence, and it’s hard to apply to the large scale network. There are 
many improvements [17,11,24] to reduce the Monte Carlo simulations. Then Tang et al. [35] and Borgs et al. [4] proposed the 
reverse influence set (RIS) sampling technique to estimate the influence. The concept of Reverse Influence Sampling (RIS) involves 
reverse propagation from a node v to identify a random set of nodes that can influence v. This approach efficiently estimates 
influence compared to repetitive simulations. RIS has led to the transformation of the Influence Maximization (IM) problem into the 
classical set cover problem. Various extensions and enhancements based on RIS have been developed, including IMM [34], SSA and 
D-SSA [23], OPIM [33], SUBSIM [12].

3. Preliminaries

3.1. IC model

We use the classical Independent Cascade (IC) model to be the diffusion model of how people are influenced to be mediators. 
IC model draws the influence relationships among nodes by a directed graph as 𝐺(𝑉 , 𝐸, 𝑝), where 𝑉 is the set of all nodes in the 
social network, 𝐸 is the set of all influence edges, and 𝑝 ∈ [0, 1] is the set of edge weights. Specially an influence edge 𝑒𝑢𝑣 with the 
weight 𝑝𝑢𝑣 ∈ [0, 1] represents that a node 𝑢 can influence another node 𝑣 with a probability 𝑝𝑢𝑣. The dynamic process of influence 
3

being spread from a set of seeds 𝑆 in discrete rounds is as following: (1) in the first round, we mark all seeds as 𝑎𝑐𝑡𝑖𝑣𝑒; (2) in round 
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afterwards, all nodes marked as 𝑎𝑐𝑡𝑖𝑣𝑒 newly in last round have one chance to influence its uninfluenced neighbors and mark them 
as 𝑎𝑐𝑡𝑖𝑣𝑒 following the influence edges with the probability of edge weight; (3) the process terminates when no new nodes can be 
marked as 𝑎𝑐𝑡𝑖𝑣𝑒.

In the stochastic dynamic process above, marking the set of all nodes as 𝑎𝑐𝑡𝑖𝑣𝑒 is a possible realization of influence spread. 
Alternatively, there is an equivalent formulation in live-edge theory [1], which generates the live-edge graph to produce a final 
instance of influence spread. A live-edge graph  is randomly realized from  by removing each influence edge 𝑒𝑢𝑣 with a Bernoulli 
probability of (1 −𝑝𝑢𝑣). We use Ω to denote the sample space of all possible live-edge graphs, then we have the probability distribution 
of 𝑔 ∈Ω as following:

𝑃𝑟[] =
∏
𝑒𝑢𝑣∈𝑔

𝑝𝑢𝑣
∏
𝑒𝑢𝑣∉𝑔

(1 − 𝑝𝑢𝑣) (3)

We denote 𝑆 as the set of all nodes reachable within the graph  by any seed node in seed set 𝑆. Then 𝑆 represents a potential 
instance of influence spread.

3.2. Submodular optimization

Let 𝑉 be a ground set. Given a set function 𝑓 ∶ 2𝑉 →ℝ, we claim 𝑓 is nonnegative, submodular and monotone non-decreasing as 
following:

• Nonnegative: For every 𝑆 ⊆ 𝑇 , we have that 𝑓 (𝑆) ≥ 0.
• Submodular: For every 𝑆 ⊆ 𝑇 and any 𝑥 ∈ 𝑉 ∕𝑇 , we have that 𝑓 (𝑆 ∪ {𝑥}) − 𝑓 (𝑆) ≥ 𝑓 (𝑇 ∪ {𝑥}) − 𝑓 (𝑇 ).
• Monotonic non-decreasing : For every 𝑆 ⊆ 𝑇 , we have that 𝑓 (𝑆) ≤ 𝑓 (𝑇 ).

The maximization optimization problem constrained by set size for a set function with all three aforementioned properties can 
be solved in designing of approximation algorithms. The basic greedy method of repeatedly adding the element with the maximum 
marginal gain into the solution set can yield a (1 −1∕𝑒)-approximation [22]. In this paper, we will prove that the objective function in 
the maximization version of original problem has such three good properties, hence we can solve the optimization problem through 
the greedy framework.

4. Problem statement

Before claiming our problem, we first declare a list of prerequisites clearly as follows:

• There is an influence graph 𝐺𝑖(𝑉 𝑖, 𝐸𝑖, 𝑝𝑖) on IC model to model how the latent mediators are influenced to be real mediators.
• There is a conflict graph 𝐺𝑐(𝑉 𝑐, 𝐸𝑐) to illustrate the online conflicts, where 𝑉 𝑐 is the set of all nodes involved in the conflict, 

which consists of both attackers denoted by a set 𝑉 𝑐,𝑎 and sufferers denoted by a set 𝑉 𝑐,𝑠, and each direct edge in 𝐸𝑐 represents 
an attack from an attacker to a sufferer.

• There is a close friend graph 𝐺𝑓 (𝑉 𝑓 , 𝐸𝑓 ) which is a bipartite graph to illustrate all attackers’ close friends who may be influenced 
to be mediators, where 𝑉 𝑓 = 𝑉 𝑖 ∪ 𝑉 𝑐,𝑎, and each direct edge in 𝐸𝑐 represents a close friendship between an attacker in 𝑉 𝑐,𝑎 and 
a latent mediator in 𝑉 𝑖.

• For each attacker 𝑢, there is a weight 𝑏𝑢 to measure the Bernoulli probability of 𝑢 being persuaded by his/her any close friend. 
This probability is a premise parameter in our paper, and it can be measured from history record or predicted by machine 
learning.

• There is a set of all alternative seeds 𝕊 ⊆ 𝑉 𝑖, and we consider choosing budgeted seeds from 𝕊.

We combine the aforementioned three graphs into a heterogeneous graph called the influence-conflict-close graph, denoted by 
𝐺(𝑉 , 𝐸, 𝑝). Here, 𝑉 𝑓 = 𝑉 𝑖 ∪ 𝑉 𝑐 represents the set of nodes, 𝐸 =𝐸𝑖 ∪𝐸𝑐 ∪𝐸𝑓 represents the set of edges, and 𝑝 = 𝑝𝑖 ∪ 𝑝𝑐 represents the 
set of probabilities.

Fig. 2 illustrates an instance of this graph. In the figure, the green nodes numbered from 1 to 11 represent latent mediators in the 
influence network. The green weighted arrows indicate directed influences among them with corresponding influence probabilities. 
Notably, nodes 1, 2, and 3 serve as alternative seeds. Nodes 12 to 18 represent individuals involved in the conflict, while the red 
arrows among them represent directed conflicts from attackers to sufferers. Specifically, nodes 12 to 16 are attackers, while nodes 
14 to 18 are sufferers. The weighted black nodes from 14 to 18 represent the probabilities of sufferers being persuaded by a close 
friend, and the red-black nodes (14 to 16) indicate individuals who are both attackers and sufferers. Additionally, the undirected 
green lines represent close friendships among latent mediators and attackers.

Under the premise of this preparation, we give our final problem definition as following:

Problem 1. Minimizing the attacks to sufferers (MAS): The MAS problem is to choose a set 𝑆∗ of at most 𝑘 nodes from 𝕊 as seeds 
to spread the influence to enable individuals in 𝑉 𝑖 to act as mediators to persuade her/his friend in 𝑉 𝑐,𝑎 to stop attacking sufferers 
4

in 𝑉 𝑐,𝑠 and further minimize the expected attacks to all sufferers in 𝑉 𝑐,𝑠, i.e.,
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Fig. 2. An instance of influence-conflict-close heterogeneous graph.

𝑆∗ ∶= 𝑎𝑟𝑔𝑚𝑖𝑛
𝑆⊆𝕊,|𝑆|≤𝑘

∑
𝑣∈𝑉 𝑐,𝑠

𝐸𝑆 [𝑤∗(𝑣)], (4)

where 𝑉 𝑐,𝑠 denotes all sufferers in the conflict, 𝐸𝑆 [⋅] denotes the expected operator under the premise of a given seed set 𝑆, and 
𝑤∗(𝑣) is computed as Equation (2).

Note that 𝑤∗(𝑣) = 1 −𝑤(𝑣), where 𝑤(𝑣) = |⋆
𝑣 |

|𝑣| and ⋆
𝑣 is the set of attackers in 𝑣 who are persuaded to stop attacking 𝑣. Then we 

have 𝐸𝑆 [𝑤∗(𝑣)] = 1 −𝐸𝑆 [𝑤(𝑣)], and the MAS problem is equivalent to the following maximization problem:

Problem 2. The maximization optimization version of MAS (M-MAS) is defined as below:

𝑆∗ ∶= 𝑎𝑟𝑔𝑚𝑎𝑥
𝑆⊆𝕊,|𝑆|≤𝑘

∑
𝑣∈𝑉 𝑐,𝑠

𝐸𝑆 [𝑤(𝑣)] (5)

According to the live-edge theory for the IC model, by generating a live-edge graph  from the live-edge graphs sample space Ω, we 
can capture 𝑆 as a possible influence realization which represents a set of nodes being influenced to act as mediators by seeds set 
𝑆. Let 𝐸(|⋆

𝑣 |) be the set of nodes in 𝑣 who are persuaded to stop attacking 𝑣 in 𝑆 . So we can unfold 𝐸𝑆 [𝑤(𝑣)] as follows:

𝐸𝑆 [𝑤(𝑣)] =
∑
∈Ω

𝑃𝑟[]
𝐸(|⋆

𝑣 |)
|𝑣|

=
∑
∈Ω

𝑃𝑟[]
∑

𝑢∈𝑣
𝑝𝑎(𝑢)

|𝑣|

=
∑
∈Ω

𝑃𝑟[]
∑

𝑢∈𝑣
1 − (1 − 𝑏𝑢)|𝑆∩𝑓𝑢|

|𝑣|

=
∑
∈Ω

𝑃𝑟[]
∑

𝑢∈𝑣
1 − 𝑏∗𝑢

𝑓𝑢(𝑆)

|𝑣| . (6)

Specially we mark 𝑏∗𝑢 ∶= 1 − 𝑏𝑢 and 𝑓𝑢(𝑆) ∶= |𝑆 ∩ 𝑢|. Further let 𝜎(𝑆) ∶=∑
𝑣∈𝑉 𝑐,𝑠 𝐸𝑆 [𝑊 𝑠(𝑣)] denote the objective function. For its 

maximization problem in the constrained setting of set size, we encounter the following hardness results:

Theorem 1. The M-MAS problem is NP-hard and the computation problem of objective function 𝜎 is #P-hard.

Proof. Consider a special case of MAS as shown in Fig. 3 where each node 𝑣 in influence graph 𝐺𝑖 corresponds to a close friend 𝑢
which is attacking a sufferer 𝑠 and we set the Bernoulli probability of 𝑢 being persuaded by a close friend 𝑏𝑢 ∶= 1. We have that for 
each sufferer 𝑠, its attack-pacification 𝑤(𝑠) is either 1 or 0 and we have that the probability of 𝑤(𝑠) = 1 corresponds to the probability 
that 𝑣 is influenced. Then the objective function is 𝜎(𝑆) ∶=∑

𝑠∈𝑉 𝑐,𝑎 𝐸𝑆 [𝑤(𝑠)] =∑
𝑣∈𝑉 𝑖 𝑃 𝑟{𝑔|𝑣 ∈ 𝑆} =𝐸[|𝐼(𝑆)|], where 𝐸[|𝐼(𝑆)|] is the 

expected number of nodes being influenced by seeds set 𝑆. Therefore this special case is equal to the influence maximization problem 
which is NP-hard and the computation of influence 𝐼(𝑆) is #P-hard. □
5

Theorem 2. The objective function 𝜎 is nonnegative, monotonic non-decreasing and submodular.
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Fig. 3. A special case of MAS to illustrate its hardness.

Proof. The objective function 𝜎 is nonnegative obviously. To prove it’s monotone and submodular, we mark 𝑓𝑣(𝑆) ∶=𝐸𝑆 [𝑤(𝑣)], and 
we just need to prove 𝑓𝑣(⋅) is monotone and submodular.
Monotonic non-decreasing: Note the fact that for any 𝑆 ⊆ 𝑇 , we have 𝑆 ⊆ 𝑇 . Therefore we have 𝑆 ∩ 𝑢 ⊆ 𝑇 ∩ 𝑢 and 𝑓𝑢(𝑆) ≤
𝑓𝑢(𝑇 ). So 𝐸𝑆 (𝑤(𝑣)) ≤𝐸𝑇 (𝑤(𝑣)) and the set function 𝑓𝑣(⋅) is monotonic non-decreasing.
Submodular: Let Δ𝑥𝑓𝑣(𝑆) denote the incremental value of objective 𝑓𝑣(𝑆) after adding a single element 𝑥 to 𝑆 and we have:

Δ𝑥𝑓𝑣(𝑆) =
∑
∈Ω

𝑃𝑟[]
∑

𝑢∈𝑣
𝑏∗𝑢

𝑓𝑢(𝑆) − 𝑏∗𝑢
𝑓𝑢(𝑆∪{𝑥})

𝑣

. (7)

We aim to prove Δ𝑥𝑓𝑣(𝑆) ≥ Δ𝑥𝑓𝑣(𝑇 ) and then 𝑓𝑣(⋅) is submodular. It will be a direct conclusion if we prove the claim: 𝑏∗𝑢
𝑓𝑢(𝑆) −

𝑏∗𝑢
𝑓𝑢(𝑆∪{𝑥}) ≥ 𝑏∗𝑢

𝑓𝑢(𝑇 ) − 𝑏∗𝑢
𝑓𝑢(𝑇∪{𝑥}). Note that since 𝑓𝑢(𝑇 ∪ {𝑥}) − 𝑓𝑢(𝑇 ) = |({𝑥}∕𝑇 ) ∩ 𝑢|, 𝑓𝑢(𝑆 ∪ {𝑥}) − 𝑓𝑢(𝑆) = |({𝑥}∕𝑆 ) ∩ 𝑢| and 

{𝑥}∕𝑇 ⊆ {𝑥}∕𝑆 , we have a fact that 𝑓𝑢(𝑇 ∪ {𝑥}) − 𝑓𝑢(𝑇 ) ≤ 𝑓𝑢(𝑆 ∪ {𝑥}) − 𝑓𝑢(𝑆), i.e., 𝑓𝑢(⋅) is submodular. Nextly with this fact, we 
can prove the aforementioned claim as following:

𝑏∗𝑢
𝑓𝑢(𝑆) − 𝑏∗𝑢

𝑓𝑢(𝑆∪{𝑥}) − (𝑏∗𝑢
𝑓𝑢(𝑇∪{𝑥}) − 𝑏∗𝑢

𝑓𝑢(𝑇 ))

=𝑏∗𝑢
𝑓𝑢(𝑆)(1 + 𝑏∗𝑢

𝑓𝑢(𝑇 )−𝑓𝑢(𝑆) − 𝑏∗𝑢
𝑓𝑢(𝑆∪{𝑥})−𝑓𝑢(𝑆) − 𝑏∗𝑢

𝑓𝑢(𝑇∪{𝑥})−𝑓𝑢(𝑆))

=𝑏∗𝑢
𝑓𝑢(𝑆)(1 + 𝑏∗𝑢

𝑓𝑢(𝑇 )−𝑓𝑢(𝑆)(1 − 𝑏∗𝑢
𝑓𝑢(𝑇∪{𝑥})−𝑓𝑢(𝑇 )) − 𝑏∗𝑢

𝑓𝑢(𝑆∪{𝑥})−𝑓𝑢(𝑆))

≥𝑏∗𝑢
𝑓𝑢(𝑆)(1 + 𝑏∗𝑢

𝑓𝑢(𝑇 )−𝑓𝑢(𝑆)(1 − 𝑏∗𝑢
𝑓𝑢(𝑇∪{𝑥})−𝑓𝑢(𝑇 )) − 𝑏∗𝑢

𝑓𝑢(𝑇∪{𝑥})−𝑓𝑢(𝑇 ))

≥𝑏∗𝑢
𝑓𝑢(𝑆)(1 + 𝑏∗𝑢

𝑓𝑢(𝑇 )−𝑓𝑢(𝑆))(1 − 𝑏∗𝑢
𝑓𝑢(𝑇∪{𝑥})−𝑓𝑢(𝑇 )) ≥ 0

So we have proved 𝑓𝑣(⋅) is submodular. □

5. Proposed algorithm

In this section, since computing the objective function is #P-hard, obtaining the exact value of the objective function is chal-
lenging. Therefore, to effectively estimate the objective function, we first consider the Reverse Sampling Technique and introduce a 
Reverse Sample, which is a collection of sets. We then propose our algorithm.

5.1. Reverse sampling technique

We first introduce a reverse sampling technique as follows to generate a reverse sample for solving the estimation problem related 
to the objective function.

Definition 1 (Reverse Sample). Given an influence-conflict-close heterogeneous graph, a reverse sample is generated using the 
following random process:

• Step (1): Sample a sufferer 𝑣 from all sufferers by the probability distribution of 𝑝𝑣 ∶=
|𝑣|−1∑

𝑣∈𝑉 𝑐,𝑠 |𝑣|−1 .

• Step (2): For each attacker 𝑢 who is attacking the sufferer 𝑣, we select a set of 𝑢’s close friends one by one randomly following 
the Bernoulli probability 𝑏𝑢 and mark the result of set as 𝑢.

• Step (3): Do a randomly multi-sources breadth-first search from source nodes in ∪𝑢∈𝑣
𝑢 reversely and randomly over the 

influence graph 𝐺𝑖(𝑉 𝑖, 𝐸𝑖, 𝑝).
• Step (4): We denote the set of all alternative seeds searched by source nodes in 𝑢 denoted by 𝑅𝑢 and call the collection 
 ∶= {𝑅𝑢|𝑢 ∈𝐴𝑢} as a reverse sample.
6

Specifically, we put step (1) and (2) in Algorithm 1, step (3) in Algorithm 2. and step (4) in Algorithm 3. For the sake of expla-
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Algorithm 1: Selecting Source Nodes.

1 Pick a node 𝑣 from all sufferers with the probability of 𝑝𝑣;
2 for each attacker 𝑢 who is attacking 𝑣 do

3 𝑢 ← ∅;
4 for each 𝑢’s close friend 𝑠 do

5 add 𝑠 into 𝑢 with the probability of 𝑏𝑢 ;

6 return ℙ𝑣 ∶= {𝑢, 𝑢 ∈𝑣}

Algorithm 2: Multi-sourced breadth-first searching (ℙ𝑣).

1 Execute Algorithm 1 and get the result of a family of sourced sets ℙ𝑣;
2 Seen𝑠 ← {𝑢|𝑠 ∈ 𝑢};
3 Visit = {(𝑠, {𝑏𝑢})|𝑠 ∈ 𝑢};
4 while Visit ≠ ∅ do

5 VisitNext ← ∅;
6 for each 𝑠 ∈⋃

(𝑜,𝐵𝑜 )∈Visit{𝑜} do

7 𝐵∗
𝑠
=
⋃

(𝑠,𝐵′
𝑠
)∈Visit 𝐵

′
𝑠
;

8 for each 𝑠’s in-neighbor 𝑡 in 𝐺𝑖 do

9 if edge 𝑒𝑡𝑠 has not been flipped then

10 Flip 𝑒𝑡𝑠 with probability 𝑝𝑖
𝑡𝑠

;

11 if 𝑒𝑡𝑠 has been “on” then

12 𝐵𝑡 ←𝐵∗
𝑠
∕{𝑏𝑜|𝑜 ∈ Seen𝑡};

13 if 𝐵𝑡 ≠ ∅ then

14 VisitNext ← VisitNext ∪ (𝑡,𝐵𝑡);
15 Seen𝑡 ← Seen𝑡 ∪ {𝑜|𝑏𝑜 ∈𝐵𝑡};

16 Visit ← VisitNext;

17 return {Seen𝑠|𝑠 ∈ 𝕊}

Algorithm 3: Sampling a reverse sample.

1 Execute Algorithm 1 and get the result of a family of sourced sets ℙ∗
𝑣
;

2 Execute Algorithm 2 with ℙ𝑣 and get the result of searching {Seen𝑠|𝑠 ∈ 𝕊};
3 𝑟𝑢 ← ∅ for each 𝑢 ≠ ∅;
4 for each 𝑠 ∈ 𝕊 do

5 for each 𝑢 ∈ 𝑆𝑒𝑒𝑛𝑠 do

6 𝑟𝑢 ← 𝑟𝑢 ∪ {𝑠};

7 return {𝑟𝑢}

nation and better understanding, we provide an example of sampling a reverse sample in Fig. 4 based on the instance shown in 
Fig. 2. In step (1), we choose a sufferer randomly (node 8) as drawn in Fig. 4(a). In step (2), we choose close friends for attack-
ers 13,16 randomly and pick nodes {11}, {8, 11} respectively as shown in Fig. 4(b). Let 𝑏𝑢 represent a BFS process rooted from 𝑢, 
Seen𝑠 record the set of indices of BFS processes that have searched 𝑠, VisitNext record the set of starting nodes in the next BFS 
level. As shown in Fig. 4(c), after initializing the multi-sourced BFS randomly reversely, we have Seen11 = {13, 16}, Seen8 = {16}
and VisitNext = {(11, {𝑏13, 𝑏16}), (8, {𝑏16})}. Fig. 4(d) draws the first level of BFS with a result of 𝑆𝑒𝑒𝑛6 = {13, 16}, 𝑆𝑒𝑒𝑛3 = {16} and 
VisitNext = {(6, {𝑏13, 𝑏16}), (3, {𝑏16})}. Fig. 4(e) draws the second level of BFS with a result of Seen9 = {13, 16}, Seen2 = {16} and updated 
Seen3 = {13, 16}, VisitNext = {(9, {𝑏13, 𝑏16}), (2, {𝑏16}), (3, {𝑏13})}. Fig. 4(f) draws the last level of BFS with a result of Seen5 = {13, 16}, 
VisitNext = ∅. Finally for step (4), we get a reverse sample {{2, 3}, {2, 3}}.

Note that performing a multi-sources BFS from source nodes in reverse and randomly on the influence graph 𝐺𝑖 is equivalent to 
the process of first generating a live-edge graph  from 𝐺𝑖 firstly and then conducting a multi-sources breadth-first searching from 
source nodes definitely over the reverse of , denoted as 𝑇 to obtain a reverse sample  = {𝑇

𝑢
∩ 𝕊|𝑢 ∈ 𝐴𝑢}. We can compute the 

union probability distribution for a reverse sample set  generated above with 𝑣, ℙ𝑣,  as follows:

𝑃𝑟[] = 𝑃𝑟[𝑣]𝑃𝑟[ℙ𝑣]𝑃𝑟[] = 𝑝𝑣
∏
𝑢∈𝑣

𝑏
|𝑢|
𝑢 (1 − 𝑏𝑢)|𝑢∕𝑢|𝑃𝑟[] (8)

Next, given the seed set 𝑆 and a reverse sample , we define:

𝜉(𝑆) ∶= |{𝑅|𝑅 ∩𝑆 ≠ ∅,𝑅 ∈}| (9)

and we can get the following theorem:
7

Theorem 3. Let 𝐸[𝜉(𝑆)] be the expectation of 𝜉(𝑆), then we have 𝜎(𝑆) = 𝜏 ⋅𝐸[𝜉(𝑆)], where 𝜏 =∑
𝑣∈𝑉 𝑐,𝑠 |𝑣|−1.
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Fig. 4. An illustration of sampling algorithm.

Proof. Given a sufferer 𝑣 and an attacker 𝑢 who is attacking 𝑣, we have 𝑆 ∩ 𝑢 is an influence realization of set of 𝑢’s close 
friends influenced to act as mediators over the live-edge graph 𝑆 by seeds set 𝑆, then let ∗

𝑢 denote the set of nodes in 𝑆 ∩ 𝑢

that persuade 𝑢 successfully. Then we can compute the probability distribution of the set family ℙ∗
𝑣 ∶= {∗

𝑢 , 𝑢 ∈ 𝑣} as 𝑃𝑟[ℙ∗
𝑣] =∏

𝑢∈𝑣
𝑏
|∗

𝑢 |
𝑢 (1 − 𝑏𝑢)|𝑢∩𝑆∕∗

𝑢 |. Count the number of non-empty sets in ℙ∗
𝑣 and denote it by 𝛼(ℙ∗

𝑣) which is the number of attackers 
persuaded to stop attacking 𝑣. We have the expectation computed as follows:

𝜎(𝑆) =
∑

𝑣∈𝑉 𝑐,𝑠,∈Ω
𝑃𝑟[]

∑
ℙ∗
𝑣
𝑃 𝑟[ℙ∗

𝑣]𝛼(ℙ
∗
𝑣)

|𝑣| (10)

Next, we prove the following equation:

∑
ℙ∗
𝑣

𝑃 𝑟[ℙ∗
𝑣]𝛼(ℙ

∗
𝑣) =

∑
ℙ𝑣

𝑃 𝑟[ℙ𝑣]𝜉(𝑆), (11)

where ℙ𝑣 ∶= {𝑢, 𝑢 ∈𝑣} is the family of all sets like 𝑢, which consists of all nodes picked with probability 𝑏𝑢 one by one from the 
set of 𝑢’s close friends 𝑢. We have its probability distribution 𝑃𝑟[ℙ𝑣] =

∏
𝑢∈𝑣

𝑏
|𝑢|
𝑢 (1 − 𝑏𝑢)|𝑢∕𝑢|. Let ∗

𝑣 denote a subset of 𝐴𝑣 and 
𝑃𝑟[ℙ𝑣|∗

𝑣] denote the probability of ℙ𝑣 which satisfies following condition (1): 𝑇
𝑢

∩ 𝕊 ∩ 𝑆 ≠ ∅ if 𝑢 ∈∗
𝑣 , otherwise 𝑇

𝑢
∩ 𝕊 ∩ 𝑆 = ∅. 
8

Hence we have the corresponding 𝜉(𝑆) = |∗
𝑣| and
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∑
ℙ𝑣

𝑃 𝑟[ℙ𝑣]𝜉(𝑆) =
∑

∗
𝑣⊆𝑣

𝑃 𝑟[ℙ𝑣|∗
𝑣]|∗

𝑣|. (12)

Let 𝑃𝑟[ℙ∗
𝑣|∗

𝑣] denote the probability of ℙ∗
𝑣 which satisfies following condition (2): ∗

𝑢 ≠ ∅ if 𝑢 ∈∗
𝑣 , otherwise ∗

𝑢 = ∅ and hence 
𝛼(ℙ∗

𝑣) = |∗
𝑣|. Then we have

∑
ℙ∗
𝑣

𝑃 𝑟[ℙ∗
𝑣]𝛼(ℙ

∗
𝑣) =

∑
∗

𝑣⊆𝑣

𝑃 𝑟[ℙ∗
𝑣|∗

𝑣]|∗
𝑣|. (13)

Actually, we can compute 𝑃𝑟[ℙ∗
𝑣|∗

𝑣] as following:

𝑃𝑟[ℙ∗
𝑣|∗

𝑣] =
∏
𝑢∈𝐴∗

𝑣

(1 − (1 − 𝑏𝑢)|𝑆∩𝑢|)
∏

𝑢∈𝐴𝑣∕𝐴∗
𝑣

𝑏∗𝑢
|𝑆∩𝑢| = 𝑃𝑟[ℙ𝑣|∗

𝑣]. (14)

Since all families of ℙ𝑣 satisfying condition (1) equal to ones satisfying following condition (3): 𝑢∩𝑆 ∩𝑢 ≠ ∅ if 𝑢 ∈∗
𝑣 , otherwise 

𝑢 ∩ 𝑆 ∩𝑢 = ∅ if 𝑢 ∉∗
𝑣 .

We have proved Equation (11), therefore, returning to Equation (10), we have

𝜎(𝑆) =
∑

𝑣∈𝑉 𝑐,𝑠,∈Ω
𝑃𝑟[]

∑
ℙ𝑣

𝑃 𝑟[ℙ𝑣]𝜉(𝑆)
|𝑣|

=𝜏
∑
𝑣,

∑
ℙ𝑣

𝑃 𝑟[]𝑃𝑟[ℙ𝑣]𝑃𝑟[𝑣]𝜉(𝑆)

=𝜏
∑

𝑣,,ℙ𝑣

𝑃 𝑟[]𝜉(𝑆)

=𝜏𝐸(𝜉(𝑆))

We proved it. □

5.2. Algorithms based on sampling

According to Theorem 3, we can sample a sufficient number of reverse samples to statistically estimate 𝐸[𝜉(𝑆)]. Let 𝜆 be the 
total number of times the sampling Algorithm 3 is run, resulting in the set of all reverse samples ℝ = {1, 2, … , 𝜆}. For a seed 
set 𝑆 ⊆ 𝕊, we compute 𝜂(ℝ, 𝑆) ∶=∑

∈ℝ 𝜉(𝑆). Hence 𝜂(ℝ,𝑆)
𝜆

is an estimation for 𝐸(𝜉(𝑆)), and 𝜏𝜂(ℝ,𝑆)
𝜆

is an estimation for 𝜎(𝑆), the 
original objective function in Problem 2. Hence we consider following problem:

Problem 3. Given a family of reverse samples ℝ, find a seed set 𝑆⋆ ⊆ 𝕊, s.t., 𝑆⋆ = argmax𝑆⊆𝕊,|𝑆|≤𝑘𝜂(ℝ, 𝑆).

For two sets, we say that a set hits another set if the intersection set of them is not empty. Since 𝜉(𝑆) is the number of sets hit 
by 𝑆 in a set family , we have an equivalent computation for 𝜂(ℝ, 𝑆) by counting the number of sets in the set family ∗ hit by 𝑆, 
where ∗ ∶= {𝑅|𝑅 ∈,  ∈ ℝ} is the collection of all the sets from all reverse samples we sampled. Thus, Problem 3 is a classical 
set cover problem [22]. With respect of seeds set 𝑆, 𝜂(ℝ, 𝑆) is submodular, nonnegative and monotonic non-decreasing. The general 
greedy selecting as Algorithm 4 can provide a solution with (1 − 1∕𝑒)-approximation.

Algorithm 4: Seeds selection (𝑘, ∗).

1 Let 𝑆 ← ∅;
2 for 𝑖 from 1 to k do

3 Get a node 𝑠𝑖 ∶= 𝑎𝑟𝑔𝑚𝑎𝑥𝑠∈𝕊∕𝑆 |{𝑅|𝑠 ∈𝑅, 𝑅 ∈∗}|;
4 Update 𝑆 ← 𝑆 ∪ {𝑠𝑖};
5 Remove all sets nit by 𝑆 from ∗ ;

6 return 𝑆

Let 𝑚 = 𝑚𝑎𝑥{|𝑣||𝑣 ∈ 𝑉 𝑐,𝑠}, which is the maximum number of attackers among sufferers. Then the reverse sample has at most 𝑚
sets. Next, we analyze the quality of the solution 𝑆⋆ for Problem 2, and we can state a theorem as follows:

Theorem 4. let 𝑆∗ be the optimal solution of Problem 2 with the optimal value 𝑂𝑃𝑇 , 𝜆 be the number of reverse samples, and 𝑆⋆ be the 
solution provided by Algorithm 4. If any one of following inequalities holds:

exp(−
2𝜖21𝜂(ℝ, 𝑆⋆)
(1 + 𝜖1)𝑚2 )+exp(−

𝜖22𝜂(ℝ, 𝑆⋆)
𝜏(1 + 𝜖1)𝑚2 ) ≤ 𝛿, (15)

exp(−
2𝜖21𝜆 )+exp(−

𝜖22𝜆 ) ≤ 𝛿, (16)
9

𝜏2𝑚2 𝜏2𝑚2
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then we have 𝜎(𝑆⋆) ≥ (1−𝜖2)
(1+𝜖1)

(1 − 1∕𝑒)𝑂𝑃𝑇 with a probability at least 1 − 𝛿, where 𝛿, 𝜖1, 𝜖2 ∈ (0, 1).

Proof. Firstly, we introduce Chernoff Bounds [21]:

Let 𝑋1, 𝑋2, ⋯ , 𝑋𝜆 be random variables such that 𝑎 ≤𝑋𝑖 ≤ 𝑏 for all 𝑖. Let 𝑋 =
∑𝜆

𝑖=1𝑋𝑖 and 𝜇 =𝐸(𝑋). Then for any 𝜖 ≥ 0, we have:

𝑃𝑟[𝑋 − 𝜇 ≥ 𝜖𝜇] ≤ exp(− 2𝜖2𝜇2

𝜆(𝑏− 𝑎)2
), (17)

𝑃𝑟[𝑋 − 𝜇 ≤ −𝜖𝜇] ≤ exp(− 𝜖2𝜇2

𝜆(𝑏− 𝑎)2
). (18)

Suppose that the random variable 𝑋(𝑆) ∶= 𝜉(𝑆) is in a range [𝑙(𝑆), 𝑢(𝑆)], 0 ≤ 𝑙(𝑆) ≤ 𝑢(𝑆). We have 𝑢(𝑆) ≤ 𝑚 since each reverse 
sample has at most of |𝑣| sets. Hence 𝑢(𝑆) − 𝑙(𝑆) ≤ 𝑚. Based on the 𝜆 times of sampling reverse sample, we have two series 
of 𝜆 independent and identically distributed random variables {𝑋𝑖(𝑆⋆), 𝑖 ∈ [𝜆]}, and {𝑋𝑖(𝑆∗), 𝑖 ∈ [𝜆]} respectively. Then 𝑋(𝑆⋆) ∶=∑𝜆

𝑖=1𝑋𝑖(𝑆⋆) = 𝜂(ℝ, 𝑆⋆), 𝜇(𝑆⋆) = 𝐸(𝑋(𝑆⋆)) =∑𝜆
𝑖=1𝐸(𝑋𝑖(𝑆⋆)) = 𝜆𝜏−1𝜎(𝑆⋆), and similarly 𝑋(𝑆∗) = 𝜂(ℝ, 𝑆∗) and 𝜇(𝑆∗) = 𝜆𝜏−1𝜎(𝑆∗). We 

naturally have 𝜎(𝑆⋆), 𝜎(𝑆⋆) ≥ 1. Then by Inequality (17),

𝑃𝑟[𝜂(ℝ, 𝑆⋆) ≥ (1 + 𝜖1)𝜆𝜏−1𝜎(𝑆⋆)] ≤ exp(−
2𝜖21𝜆𝜏

−2𝜎(𝑆⋆)2

(𝑢(𝑆⋆) − 𝑙(𝑆⋆))2
) ≤ exp(−

2𝜖21𝜆𝜏
−2𝜎(𝑆⋆)
𝑚2 )

= 𝛿1 ≤ exp(−
2𝜖21𝜆𝜏

−2

𝑚2 ) = 𝛿3

and similarly by Inequality (18),

𝑃𝑟[𝜂(ℝ, 𝑆∗) ≤ (1 − 𝜖2)𝜆𝜏−1𝜎(𝑆∗)] ≤ exp(−
𝜖2𝜆𝜏

−2𝜎(𝑆∗)2

(𝑢(𝑆∗) − 𝑙(𝑆∗))2
) ≤ exp(−

𝜖22𝜆𝜏
−2𝜎(𝑆⋆)2

𝑚2 )

≤ exp(−
𝜖22𝜆𝜏

−2𝜎(𝑆⋆)
𝑚2 )

= 𝛿2 ≤ exp(−
𝜖22𝜆𝜏

−2

𝑚2 ) = 𝛿4

Suppose that inequalities 𝜂(ℝ, 𝑆⋆) ≤ (1 + 𝜖1)𝜆𝜏−1𝜎(𝑆⋆) and 𝜂(ℝ, 𝑆∗) ≥ (1 − 𝜖2)𝜆𝜏−1𝜎(𝑆∗) hold at the same time, and it occurs with a 
probability more than 1 − (𝛿1 + 𝛿2) and 1 − (𝛿3 + 𝛿4). Since Algorithm 4 guarantees that 𝜂(ℝ, 𝑆⋆) ≥ (1 − 1∕𝑒)𝑂𝑃𝑇 1, where 𝑂𝑃𝑇 1 is the 
optimal value of Problem 3, and 𝑂𝑃𝑇 1 ≥ 𝜂(ℝ, 𝑆∗), we have

𝜎(𝑆⋆) ≥ 𝜏

(1 + 𝜖1)𝜆
𝜂(ℝ, 𝑆⋆) ≥

𝜏(1 − 1∕𝑒)
(1 + 𝜖1)𝜆

𝑂𝑃𝑇 1 ≥
𝜏(1 − 1∕𝑒)
(1 + 𝜖1)𝜆

𝜂(ℝ, 𝑆∗) ≥
(1 − 𝜖2)(1 − 1∕𝑒)

(1 + 𝜖1)
𝑂𝑃𝑇 (19)

holds with a probability more than 1 − (𝛿1 + 𝛿2) and 1 − (𝛿3 + 𝛿4).

• If Inequality (15) holds, by 𝜂(ℝ, 𝑆⋆) ≤ (1 + 𝜖1)𝜆𝜏−1𝜎(𝑆⋆), i.e., 1
1+𝜖1

𝜂(ℝ, 𝑆⋆) ≤ 𝜆𝜏−1𝜎(𝑆⋆), we have 𝛿1 ≤ 𝑒𝑥𝑝(−
2𝜖21𝜂(ℝ,𝑆⋆)
𝜏(1+𝜖1)𝑚2 ) and 𝛿2 ≤

𝑒𝑥𝑝(−
2𝜖22𝜂(ℝ,𝑆⋆)
𝜏(1+𝜖1)𝑚2 ). Hence 1 − (𝛿1 + 𝛿2) ≥ 1 − (𝑒𝑥𝑝(−

2𝜖21𝜂(ℝ,𝑆⋆)
𝜏(1+𝜖1)𝑚2 ) + 𝑒𝑥𝑝(−

𝜖22𝜂(ℝ,𝑆⋆)
𝜏(1+𝜖1)𝑚2 )) ≥ 1 − 𝛿.

• If Inequality (16) holds, we have 1 − (𝛿3 + 𝛿4) = (1 − (exp(−
2𝜖21𝜆
𝜏2𝑚2 ) + exp(−

𝜖22𝜆

𝜏2𝑚2 )) ≥ 1 − 𝛿.

Thus as long as Inequality (15) or Inequality (16) holds, we can guarantee that Inequality (19) holds with a probability at least 
1 − 𝛿. □

We propose an algorithm shown in Algorithm 5 that utilizes an incremental sampling approach for progressive seed selection, 
allowing for early termination to reduce the number of samples. Within a given number of iterations which can guarantee Inequality 
(15), in each iteration, we check whether it satisfies Inequality (16) to decide whether to continue doubling the number of sampling 
iterations. We can have the following theorem:

Theorem 5. The Algorithm 5 provides a solution 𝑆⋆ for Problem 2 satisfying: 𝜎(𝑆⋆) ≥ 𝜖(1 − 1∕𝑒)𝑂𝑃𝑇 with a probability at least 1 − 𝛿, 
where 𝛿, 𝜖 ∈ (0, 1), and 𝑂𝑃𝑇 is the optimal value of Problem 2.

Proof. Let 𝜖1 = 𝜖∗, 𝜖2 =
√
2𝜖∗. By Theorem 4, if algorithm returns early in the iteration, i.e., 𝜂(ℝ, 𝑆⋆) ≥ 𝜏(ln 2−ln 𝛿)𝑚2(1+𝜖∗)

2𝜖∗2
, then we can 

infer the Inequality (15) as

exp(−
2𝜖21𝜂(ℝ, 𝑆⋆)

𝜏(1 + 𝜖1)𝑚2 ) + exp(−
𝜖22𝜂(ℝ, 𝑆⋆)

𝜏(1 + 𝜖1)𝑚2 ) = 2𝑒𝑥𝑝(−
2𝜖2∗𝜂(ℝ, 𝑆⋆)
𝜏(1 + 𝜖∗)𝑚2 ) ≤ 𝛿
10

holds. If algorithm returns after all iterations, we have the number of reverse samples are at least 𝜆∗, and we have Inequality (16) as
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Algorithm 5: Flying Sampling-Selecting (𝜖, 𝛿).
1 𝜖∗ = 1−𝜖√

2+𝜖
;

2 𝜆∗ = − 𝜏2𝑚2 ln𝛿
2𝜖∗2

;

3 𝑇 = ⌈𝑙𝑜𝑔2(𝜆)⌉;
4  ← ∅;
5 for each i from 1 to T-1 do

6 Sample new 2𝑖 reverse samples into 𝑅;
7 Select seeds 𝑆⋆

𝑖
by Algorithm 4;

8 if 𝜂(ℝ, 𝑆⋆) ≥ 𝜏(ln 2−ln𝛿)𝑚2 (1+𝜖∗ )
2𝜖∗ 2

then

9 return 𝑆⋆
𝑖

;

10 return 𝑆⋆
𝑇−1

Table 1

Datasets.

Dataset #Nodes #Edges
(#Attackers,#Sufferers)

5% 10% 20%

Facebook 4K 80K (0.07K,0.13K) (0.15K,0.25K) (0.3K,0.5K)
Flickr 80K 590K (2K,2K) (3K,5K) (9K,7K)
DBLP 203K 382K (4K,6K) (10K,10K) (25K,15K)
Twitter 580K 717K (15K,14K) (30K,28K) (50K,66K)

exp(−
2𝜖21𝜆
𝜏2𝑚2 ) + exp(−

𝜖22𝜆

𝜏2𝑚2 ) = 2exp(−2𝜖∗2𝜆
𝜏2𝑚2 ) ≤ 𝛿

holds. So we have 𝜎(𝑆⋆) ≥ 𝜖(1 − 1∕𝑒)𝑂𝑃𝑇 with a probability at least 1 − 𝛿, where 𝜖 = (1−𝜖2)
(1+𝜖1)

. □

6. Experiments

In this section, we conduct experimental studies to evaluate the performance of our proposed methods over 4 real-world datasets1

(facebook, Flickr, DBLP, Twitter) and we provide the details in Table 1. First, we introduce the experiment setup, then we compare 
our method with other existing approaches, after that, we analyze and discuss the result from different perspectives.

6.1. Setup

For each network in the datasets, we randomly and uniformly select 5%, 10%, and 20% of the nodes to form the conflict graph. 
The conflict edges are generated randomly to create a directed graph representing the directed conflicts. The specific details are 
outlined in Table 1. We then set the vertex-induced subgraph with remaining 90% nodes in the original network as the influence 
graph.

Following general settings, we set the influence probability i.e. the weight of each direct influence edge from 𝑢 to 𝑣 with 𝐷−1(𝑣), 
where 𝐷(𝑣) is the in-going degree of node 𝑣. For each attacker, we set all its neighbors in original network without conflicts as its 
close friends and assume a Bernoulli probability of attacker being persuaded by its close friend to be 0.5.

In particular, we designate all nodes in the influence graph as alternative seeds. To evaluate the quality of a seed set, we perform 
10 000 simulations of Monte Carlo to simulate the stochastic process of influencing and mediating. We record the attack-level for 
each instance and calculate the average as the quality measure for a seed set. It’s important to note that a smaller value indicates 
better quality.

We compare our algorithms with some methods as following.

• TM ([31]): The algorithm proposed to solve the targeted influence, we set the targeted nodes to be all attackers’ close friends.
• GCA: The general greedy algorithm to add seeds by the Monte Carlo simulations to estimate the objective function.
• FSS: Algorithm 5 we proposed based on the reverse sample and specially, to guarantee the quality, we set 𝜖 = 0.9 and 𝛿 = 0.1.
• OD: Select the top 𝑘 nodes with the maximum out degree in influence graph.
• RND: The basic method by choosing seeds randomly.

6.2. Result

Effectiveness Comparison: Firstly, we compare the quality of seeds. For each dataset, we set the budget, i.e., the number of 
seeds 𝑘, in the range of [0, 200], to evaluate the relationship between seed quality and budget. To evaluate the effectiveness of 
11

1 http://networkrepository .com.

http://networkrepository.com
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Fig. 5. The comparison of the effectiveness of seed selection achieved by different algorithms on the Twitter, DBLP, Flickr, and Facebook datasets, considering 5% of 
the nodes involved in the conflict.

Fig. 6. The comparison of the effectiveness of seed selection achieved by different algorithms on the Twitter, DBLP, Flickr, and Facebook datasets, considering 10% 
of the nodes involved in the conflict.

Fig. 7. The comparison of the effectiveness of seed selection achieved by different algorithms on the Twitter, DBLP, Flickr, and Facebook datasets, considering 20% 
of the nodes involved in the conflict.

Algorithm 5, we compare it with TM, GCA, OD, and RND by executing each algorithm 10 times. Fig. 5, 6, and 7 depict the average 
results for varying numbers of sufferers and attackers at 5%, 10%, and 20% involvement rates, respectively. In each subfigure, the 
horizontal axis represents the budget 𝑘, while the vertical axis represents the attack level after spreading the influence of mediating 
with seeds provided by these algorithms for comparison. Specially, the value on the vertical axis represents the original attack level 
without any mediation at the horizontal axis, where 𝑘 = 0. Our observations are as follows: (1) As the budget increases, the attack 
level 𝜎∗ decreases, indicating that more sufferers are protected from attacks. This is expected, as we have proven that the objective 
function 𝜎 = 1 − 𝜎∗ in Problem (2) is non-decreasing. (2) When dealing with real network data involving conflict at different scales, 
our algorithm can provide the best seed strategy within the given budget. Greedy algorithms (GCA and FSS) significantly outperform 
heuristic algorithms (TM, OD) because the greedy method guarantees a solution of high quality with a (1 −1∕𝑒) approximation when 
the estimation of the objective function is accurate enough. Specifically, our proposed FSS performs better than GCA due to the 
superior performance of reverse sampling compared to Monte Carlo simulations when their costs are equal. TM is not better than 
GCA and FSS because it only focuses on influencing more attackers, which may result in a poor selection where many attackers 
target a common sufferer while neglecting other sufferers with fewer attackers. RND is the worst-performing algorithm as it does not 
identify any seeds. OD is better than RND in terms of identification ability, but it is still inferior to FSS and GCA due to its weaker 
identification capability.

Efficiency comparison: We compare the efficiency between FSS and GCA since they have similar effectiveness. Additionally, the 
time cost of other algorithms for OD and RND is negligible. For TTM algorithm, both in terms of time efficiency and solution quality, 
is theoretically not as good as our proposed algorithm. The FSS algorithm we propose is based on reverse sampling estimation, so 
12

its running time is primarily determined by the sampling algorithm and the number of samples. The worst-case scenario is when it 
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Fig. 8. Efficiency comparisons for seed selection achieved by different estimation methods on the Twitter, DBLP, Flickr, and Facebook datasets, considering 5% of the 
nodes involved in the conflict.

Fig. 9. Efficiency comparisons for seed selection achieved by different estimation methods on the Twitter, DBLP, Flickr, and Facebook datasets, considering 10% of 
the nodes involved in the conflict.

Fig. 10. Efficiency comparisons for seed selection achieved by different estimation methods on the Twitter, DBLP, Flickr, and Facebook datasets, considering 20% of 
the nodes involved in the conflict.

returns after all iterations with a time complexity of 𝑂(𝜏2𝑚2) where 𝜏 and 𝑚 are related to the degree distribution of the conflict 
graph among the conflict-involved nodes in the network and the maximum node degree. Since GCA utilizes Monte Carlo simulations 
to estimate the marginal gain for the objective function, we consider increasing the number of simulations to compare its efficiency 
when its effectiveness is close to that of FSS with an error of less than 10%. Fig. 8, 9, and 10 illustrate the running time comparison 
for varying numbers of sufferers and attackers at 5%, 10%, and 20% involvement rates, respectively. The horizontal axis represents 
the budget, and the value on the vertical axis represents the lower bound of the running time (within one hour) for GCA to achieve 
the same effectiveness as FSS. The “ot” (overtime) line represents running times that exceed one hour. As shown in Fig. 8, 9, and 
10, in order to achieve similar effectiveness, GCA runs significantly slower than FSS in larger networks such as Twitter, DBLP, and 
Flicker. Through experiments, we have found that FSS often terminates early during iterations, which allows it to outperform GCA 
significantly. GCA requires numerous repeated simulations with a time complexity of 𝑂(𝑘𝑡), where 𝑡 is the number of simulations 
needed to estimate the marginal gain.

7. Conclusions

In this paper, we approach the resolution of online conflict from an algorithmic perspective. By the method of influence propaga-
tion on social media platforms, we propose the problem of minimizing attacks on sufferers (MAS) and further consider its equivalent 
maximization optimization problem. We propose reverse sampling method in providing accurate estimations for seed selection. By 
leveraging reverse samples, we are able to estimate the objective function accurately and present an algorithm with a 1 −1∕𝑒 approx-
imation, which offers high-quality seed node selection strategies. Experimental results on real network data show that our algorithm 
can provide the best seed strategy within a given budget while maintaining low time complexity and computational cost. By adopting 
13

our proposed approach and algorithm, it becomes possible to reduce the level of attacks on sufferers, improve user experiences on 
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social media platforms, and facilitate positive interactions and information dissemination. This is crucial for building and maintaining 
a healthy online social environment.
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