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The proposed LanePost protocol was evalu-
ated by ONE, an open-source delay-tolerant 
network simulator, which shows its dramatic 
performance improvement in terms of delay 
reduction compared to the state-of-the-art op-
portunistic routing protocols.
Keywords: delay-tolerant; maritime; multi-
hop networks; opportunistic routing; traffic 
lane; delay minimization; waterway networks

I. INTRODUCTION

People’s requirements for Internet accessing 
when they are on ships are growing rapidly. 
But current on-ship Internet accessing depends 
highly on the satellite links, which provide 
satellite-to-ship connections with 20 Mbps and 
provide user data rates up to 432 Kbps[1]. It is 
also too expensive to be frequently used by the 
general users. As a consequence, researchers 
and enterprisers are investigating to extend the 
high speed wireless networks from the land to 
the sea via multi-hop communication to pro-
vide maritime wireless mesh networks on the 
sea. Related projects including Triton[2] etc., 
which exploited the recent advantages of IEEE 
802.16m and WiMAX technologies for their 
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delay tolerant network routing protocols and 
showed that the DTN routing achieved better 
end-to-end packet delivery ratio than the regu-
lar routing schemes in WiMax-based maritime 
networks. A later in [11] further evaluated the 
performances of several DTN routing pro-
tocols in maritime communications, which 
showed the generally large delivery delay and 
unsatisfied data delivery ratio in maritime 
environment. [3] presented MaritimeManet, a 
possible architecture of mobile Ad-hoc Net-
working at Sea, which is based on multiple 
directive beams for transmission. More DTN 
routing protocols will be introduced in detail 
in Section II.

How to optimize DTN routing in maritime 
networks remains a key challenge, which is 
addressed in this paper by a novel approach to 
exploit the shipping lane information. The key 
benefit of maritime DTN, which is different 
from the traditional urban DTNs is the gen-
eral availability of the ship lane information, 
especially for ocean liners, i.e., the passenger 
ships. The passengers on the ocean liners are 
the major users of Internet oversea, and such 
kind of ships generally have very regular and 
predictable sealing lanes. The predictable 
shipping lane provides valuable information 
for DTN routing, which enables more efficient 
routing solution than the traditional DTN rout-
ing problem. Benefited by today’s widely us-
age of GPS and AIS (Automatic Identification 
System), the shipping lane informations can 
be collected to provide hints about when and 
where a ship will be within the communica-
tion ranges of the other ships, which provides 
valuable context for optimizing the DTN rout-
ing selections.

Therefore, in this paper, we propose op-
portunistic routing graph (ORG) to model 
the predicted lane intersecting opportunities, 
based on which, the DTN route optimization 
is carried out on the ORG via a proposed 
protocol, called LanePost. LanePost seeks 
the optimal forwarding path by dynamic pro-
gramming to reduce the message delivery 
delay while guaranteeing the delivery ratio. 
For practice consideration, we discusses the 

long range (up to 50 Kilometers) communica-
tion feature to from ship-to-ship, ship-to-shore 
wireless links. But due to the low density and 
continuously mobility of the ships, frequent 
disconnections are expected and the network 
topologies vary continuously.

In such a low density, weak connectivity 
and highly dynamic network environment, 
data communication has to tolerate delays 
(when no other ships are nearby) and need to 
best utilize every temporal routing opportunity 
(when some ships come into communication 
range) to reduce the delivery delay and to im-
prove the successful delivery rate. In such a 
circumstances, researchers investigated Delay 
Tolerant Network (DTN) configurations for 
the maritime environments[3][4], which trans-
mit data following a “store and forward” ap-
proach, where data is stored at a ship as long 
as is necessary, until it is possible to be sent to 
the next hop. In such a way, each data holder 
(a node) is responsible to keep a data bundle 
(at the application layer) and to seek transmis-
sion opportunities for the bundle until it even-
tually reaches the destination. Such delay tol-
erant protocol can well support delay-tolerant 
applications such as email, video downloading 
with caching etc.

Routing protocol plays a critical role in 
such delay tolerant multi-hop networks. Previ-
ous works generally used replica-based rout-
ing methods, such as Epidemic Routing[5], 
RAPID [6], Probabilistic Routing [7] and SaW 
(Spray and Wait)[8]. Such protocols depend 
heavily on the message replication when two 
ships meet, which is the main mechanism to 
improve the message delivery rate in DTN 
routing in maritime networks. Network coding 
has also been exploited in the literature [9] 
[10] for improving the flooding efficiency.

But a key problem in current research is 
the lack of optimization to the flooding-based 
DTN routing protocols, and therefore, the gen-
eral unsatisfactory of message delivery delay 
in maritime networks. Previous works present-
ed performance investigation to DTN routing 
in maritime environment. [4] compared the 
performances of regular routing protocols and 

This paper presents a 
delay optimal routing 
protocol ,  LanePost 
which conducts dy-
namic programing to 
utilize the predicted 
meeting probabilities 
of the ships to select 
the optimal delay-tol-
erant path to route 
data.
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the development of IEEE 802.16m-based low-
cost mesh network in narrow sea areas in Sin-
gapore. They reported the link qualities, net-
work connectivities and ship density impacts 
based on the real AIS data. The signal strength 
signatures affected by the sea surface reflec-
tion and their effects to routing were studied 
in [15] in IEEE 802.16m-based maritime net-
works.

For WiMax-based maritime mesh networks, 
a soft handover solution [16] was developed 
by Hoang et.al, to enable mobile WiMax 
multi-hops mesh networks. The time slot al-
location problem for WiMax based maritime 
network was studied in [17], which proposed a 
distributed MAC protocol for communication 
collision avoidance. To further improve the 
radio access of maritime networks to find ded-
icated spectrums in current congested band-
width allocations, cognitive maritime wireless 
mesh networks with cognition-enhanced MAC 
protocol and switching antenna were proposed 
in [18], which showed that better network per-
formances could be achieved by higher detec-
tion probability and a longer channel sensing 
interval.

2.2 Routing protocols in maritime 
mesh networks

Routing protocol plays a critical role in mar-
itime mesh networks. When ships’ lanes are 
within a narrow channel, which restricts the 
maritime network to have good connectivity, 
the performances of regular routing proto-
cols including Optimized Link State Routing 
(OLSR) [19], Ad Hoc On Demand Distance 
Vector (AODV) Routing [20] and Ad Hoc On 
Demand Multipath Distance Vector (AOM-
DV)[21] were compared in [22]. These routing 
protocols showed reasonable performances 
only when ships are in good density, which 
requires the ship-to-shore and ship-to-ship ra-
dio ranges can be larger than 35Km and 20Km 
respectively.

To deal with the more general cases of low 
density and frequent disconnection, the DTN 
routing protocols [23] have attracted great 
research attentions in the study of maritime 

cases when the shipping lane information 
is collected centrally using AIS (Automatic 
Identification System) data or distributively 
by inter-ship communications. The methods 
to address noises and inaccuracy of shipping 
lanes are also presented.

Note that in maritime DTN networks, we 
mainly consider the delay tolerable messages, 
such as email, QQ messages, Facebook mes-
sages. If large data need to be transferred, in 
DTN routing, the data is generally disassem-
bled into slices and delivered as short packag-
es and are assembled at the receiver using, for 
example, bit tolerant protocols.

We further presented extensive simulations 
via an open-source DTN network simulator. 
The evaluation results show that the proposed 
LanePost routing protocol can outperform 
existing DTN protocols dramatically, in terms 
of reducing the packet delivery delay while 
preserving the packet delivery ratio. The rest 
parts of this paper are organized as follow-
ing. Related works are introduced in Section 
II. Problem model and opportunistic routing 
graph are presented in Section III. The Lane-
Post routing protocol is presented in Section 
IV. Performance evaluations are introduced in 
Section V. Conclusions are drawn in Section 
VI with discussions of future work.

II. RELATED WORKS

The study of routing protocols in maritime 
mesh networks have attracted great research 
attentions.

2.1 Maritime mesh networks

To overcome the long range ship-to-ship and 
ship-shore communication, radios such as 
WiMax, MF (medium frequency), HF (high 
frequency), VHF (very high frequency), IEEE 
802.16m, and LTE were exploited as major 
long-range communication techniques in mar-
itime networks. A comparison of these radio 
techniques was discussed in [12], which pro-
posed the idea of nautical ad-hoc network for 
maritime communications. In an early TRI-
TON project [13], [14], the authors presented 
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is still a challenging problem.

III. PROBLEM MODEL

3.1 Lane model

We consider N ships are sailing on a two-di-
mensional ocean surface following their desig-
nated lanes, in which the ocean surface is con-
sidered fl at without affecting the routing pro-
tocol design. The shipping lanes are modeled 
as piece-wise linear curves on the earth water 
surface, which indicate the sailing paths of the 
ships over the sea ( see Defi nition2). The lane 
information of the ships are generally defi ned 
by the strategic trajectories of physical con-
straints (coasts, winds, marine currents, depth, 
reefs, ice), by the political borders, and by the 
sailing plans of the ships. Main shipping lanes 
are those supporting the most important com-
mercial shipping flows servicing the major 
markets. Secondary shipping lanes are mostly 
connectors between smaller markets [26]. 
Since current ships are widely equipped with 
GPS, the shipping lane information are widely 
monitored by global or local area ship tracking 
systems [27][28].

We consider each ship is equipped with 
a GPS, so it knows its own location. We de-
note the location of ship i at time t by xi,t. 
Each ship is equipped with a short-range, 
wideband wireless communication module 
for internship or ship-to-shore multi-hop data 
communication, such by WiFi or WiMax. The 
communication radius, i.e, the maximum com-
munication range of short-range modules is 

networks. The DTN network routing protocols 
can be divided into three categories:

1) Replica-based (flooding) protocols: 
including Epidemic Routing[5], RAPID [6], 
Probabilistic Routing [7] and SaW (Spray 
and Wait)[8], etc. The common feature of 
these protocols is to generate multiple copies 
of message via message relay to increase the 
probability of message delivery to the desti-
nation. The difference among these protocols 
is the different method to control the message 
duplication. Epidemic routing [5] simply ex-
ploits the message flooding. In RAPID[6], a 
utility function is defined; only the packets 
that can increase the utility function will be 
replicated. In SaW[8], two different upper 
bounds on the number of copies were set for 
Spray phase and Wait phase respectively. In 
Probabilistic routing[7], the message is for-
warded to another node only if the forwarding 
node have enough high probability to meet 
other nodes.

2) Knowledge based routing protocols: 
including geographical routing[24], gradient 
routing based on link metrics [25]. These rout-
ing protocols require some knowledge about 
the network topology information before hand 
to transfer data in the best path without blindly 
replicating.

3)Coding based routing protocols: which 
exploited network coding to improve deliv-
ery rate and security. Examples include the 
estimation based Erasure Coding (EBEC)[9] 
and Hybrid Erasure coding (HEC)[10]. These 
methods not only utilize the robustness of the 
erasure coding, but also benefited by the de-
livery rate of the replication techniques. For 
more introduction of these routing algorithms, 
please refer to the survey [23].

In maritime DTN networks, ships have 
even less opportunities to meet and messag-
es have longer transmission delay. Current 
routing protocols for DTNs generally rely 
on redundant packet flooding to seek higher 
probability of packet delivery, without special 
consideration to ship lane characteristics. How 
to design an optimal routing protocol with the 
minimum routing delay in maritime networks Fig.1  Lane-based multi-hop routing in Maritime DTN networks
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3.3 Lane-based routing in DTNs

The shipping lane information will provide 
vital knowledge for determining the opportu-
nistic routing paths, because when and where 
will two ships meet can be told by the lane 
information of the ships.

Definition 2 (Piecewise Linear Shipping 
Lane): A ship’s lane information is approxi-
mated by a piecewise linear curve, denoted by 
Li = {{t1, x1}, {t2, x2}, · · · , {tT , xT}}, where 
xj is the location of the ship at time tj; {tj, xj} 
and {tj+1, xj+1} are the starting point and ending 
point of the line segment j.

If the lane information of the N ships are 
available, for each given s and d the oppor-
tunistic routing paths can be determined and 
the optimal routing path can be selected via 
evaluating the potential delays and delivery 
ratio. An simple example is shown in Fig.1 to 
illustrate the basic idea of lane-based routing. 
In the figure, four ships are sailing following 
their lanes. The black solid curves indicate 
the lanes of the ships. The dashed red lines 
show the optimal routing path for the ship C 
to transmit its data to the Internet. From the 
information of the lanes, we can see that ship 
A and B will meet (be within communication 
range) at point x before A reaching the shore, 
so that at the instance when B and D are in the 
communication range of C, C will prefer to 
transmit data to B to form a multi-hop delay 
tolerant path from C → B → A → Shore. The 
intuition motivates us to explore the

lane-based optimal routing protocol for 
maritime networks.

IV. LANEPOST PROTOCOL

We investigate how the lane information can 
help to optimize the routing protocol design.

4.1 Lane graph

At first, we consider the ideal case when the 
lane information of all the ships are perfectly 
available at a server, i.e, we have the perfect 
shipping plans and routing information of all 
the ships. At this stage, we assume the ship 

denoted by r, which generally from 1Km to 10 
Km. Ships are also equipped with long-range 
communication modules, such as Medium 
Frequency (MF)/High Frequency (HF)/Very 
High Frequency (VHF) modules [29] with 
communication range larger than 50 Km. The 
communication range of the long-range radio 
is denoted by R. Note that the long-range ra-
dio can only be used to transmit low data rate 
packets. Only the short-range wideband radio 
can be used for internet applications.

3.2 Communication model

The multi-hop data communication problem is 
that: each ship generates data randomly, which 
need to be delivered to the base stations on the 
shore (we assume the base stations are densely 
distributed on the shore, so that data can be 
delivered to based station only if the ships 
reach the shore). The ship reaching the shore 
delivers all its carried data to the base stations. 
The inter-ship data communication is multi-
hop and delay-tolerant.

The conditions for inter-ship or ship-to-
shore communication are that the two ships 
are within the communication range r or the 
ship has distance less than r to the shore. The 
multi-hop path for data delivery from a source 
location s to a destination location d is there-
fore modeled by an opportunistic routing path 
(ORP):

Definition 1 (Opportunistic Routing Path): 
Each path Pi starting from s, ending at d is 
composed by a set of pairwise, meetable nodes 
(ships or shore), i.e., {vi,1, vi,2, · · · , vi,k}, where 
vi,1 =s and vi,k =d. The meeting time between 
vi,j−1 and vi,j must be earlier than the meeting 
time between vi,j and vi,j+1, to guarantee the 
message is firstly transmitted from vi,j−1 to vi,j 
and then from vi,j to vi,j+1.

For a given source s and a destination d, 
there maybe many opportunistic routing paths 
from s to d. The problem of multi-hop routing 
in the dynamic maritime networks is to de-
termine these opportunistic routing paths and 
then to conduct optimization to select the op-
timal path has better performances, i.e, shorter 
delay and higher delivery ratio to route data.
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the ordered meeting times of these meeting 
events.

The lane graph is the foundation for lane-
based routing optimization, since it provides 
important information about when two nodes 
can meet in the mobile, dynamic maritime net-
works and embeds these information into the 
edges, which can be easily searched over the 
lane graph. We can sort these meeting events 
by by time, i.e., weights of edges to deter-
mine the occurrence sequence of the meeting 
events.

4.2 Opportunistic routing graph

As given in Definition 1, a critical problem for 
optimizing the routing selections from s to d 
is to determine the opportunistic routing paths 
from s to d. In the lane graph, because each 
edge indicates the meeting opportunities of 
the connected nodes, we can infer the oppor-
tunistic routing paths from given s and d by 
searching the lane graph. All the paths from s 
to d will form a new graph, called opportunis-
tic routing graph (ORG).

Definition 4 (Opportunistic Routing 
Graph): The opportunistic routing graph from 
a source s to a destination d is a directed, 
weighted graph Gs,d = {Pi}, containing a set 

information is available, and we will discuss 
how the shipping lane information can be ob-
tained in the next section. We denote the ship-
ping lane information of the N ships by {L1, 
L2, ··· , LN }. Note that Li = {{t1, x1}, {t2, x2}, 
··· , {tT , xT}} is the piecewise lane of the ship 
i, indicating the locations of the ship overtime.

To utilize the lane information for the rout-
ing protocol design, we propose lane graph, 
which is constructed to indicate the meeting 
(i.e., be within the communication radius of 
each other on the sea surfaces) possibilities 
and the meeting times of the ships. The prob-
lem of lane graph construction is to determine 
the rendezvous time and location of any two 
ships when their motion models are given by 
the piecewise linear functions. Let xi,t and xj,t 
be the locations of ship i and ship j at time t, 
then the condition for these two ship meeting 
at time t is:
	 � (1)

Definition 3 (Lane Graph): Lane graph is 
defined as a weighted graph G = (V, E, W ) 
where the vertex set V includes all the ships 
and a node s indicating the shore. An undi-
rected edge (i, j) exists if the node i and the 
node j can meet at some time t. The weight 
wi,j of edge (i, j) is a vector composed by 

, which indicate the meeting 
times of the two nodes; m is the total number 
of meeting times of the two nodes during their 
overall trips.

The pseudo codes of lane graph construc-
tion are provided in Algorithm 1, which is 
actually a brute-force search over all the ship-
ping lanes to find the meeting opportunities 
and the meeting times of the ships. Its compu-
tation complexity is O(|T||V|2).

An example of lane graph construction is 
shown in Fig.2. Fig.2(a) shows the lane infor-
mation of six ships. According to spatial and 
temporal constrains, some ships will meet at 
different times and locations. Based on the 
ship meeting information, Fig.2(b) shows the 
constructed lane graph for the six ships. In 
this example, there are eight meeting events, 
which map to eight edges. Fig.2 (c) shows 

Algorithm 1:  Construction of lane graph

Lane-Graph Construction;
Input: Lane information of all ships
Output: Lane Graph G = (V, E, W )
Add all ships and a node “shore” to set V ;
for i = 1; i < |V|; i + + do
	 for t = t0; t < T ; t + + do
		  for j = 1; j < |V|, j ≠ i; j + + do
			   if (||xi,t − xj,t|| ≤ r) then
				    if edge (i, j) doesn’t exist then
					      add edge (i, j) to E; wi,j = d
				    end
				    else
					     wi,j = wi,j ∪ d
				    end
			   end
		  end
	 end
end
return G;
�
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to vi,j+1. Each two adjacent nodes are connected 
by a directed edge from vi,j to vi,j+1.

Given a lane graph G, a source node s and 
a destination node d, the construction of Gs,d 
based on G has two steps.

1. The fi rst step is to conduct Breadth-First-
Search over G to construct a BFS tree rooted 
at s and has d as the leaf nodes. Note that, in 
this step only the meeting events after current 
time will be exploited because the previous 
events can no longer help to transmit data for 
s.

2. The second step is to select all the paths 
from s to d on the BFS tree to form the op-
portunistic routing graph Gs,d for current time 
message. Algorithm 2 describes the two steps 
for extracting the opportunistic routing graph 
Gs,d from Lane-graph G. The complexity of 
the algorithm is O(|E|+|V|) where E and V are 
the edge set and vertex set of G.

4.3 Lanepost delay optimal routing

Once the opportunistic routing graphs for 
given s and d are constructed, all the opportu-
nistic routing paths provided by the shipping 
lanes are known. In each path, the message 
arriving time at the destination is indicated by 
the meeting time of the last node in the path 
with the destination d. The message transmis-

of opportunistic routing paths from s to d. 
Each path Pi is composed by a set of pairwise, 
meetable nodes, starting from s and ending 
at d, i.e., {vi,1, vi,2, · · · , vi,k}, where vi,1=s and 
vi,k=d. The meeting time between vi,j−1 and vi,j 
must be earlier than the meeting time between 
vi,j and vi,j+1, to guarantee the message is fi rstly 
transmitted from vi,j−1 to vi,j and then from vi,j 

Algorithm 2:  Construction of opportunistic routing graph

STEP1: T =TimeConsBFS(G, s, t, currentTime);
create a queue Q, a set V , a tree T ;
enqueue s onto Q; add s to V ; set root of T as s;
ts = currentTime;
while Q is not empty do
 v = Q.deqeue();
 for edges e in G.adjacentEdges(v) do
  u = G.adjacentEdges(d, e); tu = wv,u;
  if  (u is not in V ) && (tu > tv) then
   add a node u into T , and add edge (v, u);
   if (u! = d) then
    add u to V ; enqueue u to Q ;
   end
  end
 end
end
return T ;
STEP2: Gs,t=ORG-Extraction (T );
return all paths from s to d in T ;
 

Fig.2  Example of the “lane graph” and the “opportunistic routing graph” construction based on the lane information of the ships
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of a large vessel that has the satellite or AIS 
links, it can report its lane information to the 
large vessel via the long-range communication 
radio and the large vessel will report the lane 
information to the server.

3) Ships generally have predefined shipping 
routes and work periodically, so that the his-
torical lane information of the ships can also 
be used to infer its predicted lane.

Via these methods, the lane information of 
the ships can be collected, which can then be 
approximated piecewise linear curves to con-
struct lane graph and be used for LanePost.

5.2 Deal inaccuracy of the predicted 
lanes

In the previous discussions, we assume the 
shipping lanes are perfectly known after being 
collected, but in practice, for the dynamic and 
hazardous environments over the sea, the ship-
ping lane information can never be perfectly 
predicted. In the optimal LanePost, only the 
optimal routing path from s to d is selected to 
route data from s to d. Although its delay is 
the optimal, it is not reliable for data delivery 
when the lane information is not accurate. To 
tackle this problem, we exploit two schemes 
to improve the reliability of LanePost against 
the lane noises:

1) Multi-path routing: instead of selecting 
one routing path, we select the top-K, i.e., 
multiple routing paths to tolerate the noises 
of the lanes. This can be simply carried out in 
Algorithm3 by selecting the top-K minimum 
delay paths to route data from s to d.

2) Enhance meeting condition to tolerate 
lane noises: The second strategy is to make 
the meeting condition more restrict. In ideal 
case, two ships can meet, i.e., are supposed 
to communicate to each other only if they are 

sion delay is defined as the time interval from 
the time when the message was generated 
from s to the time when the message arrives at 
d. Therefore, to minimize the message trans-
mission delay from s to d, LanePost selects the 
opportunistic routing path whose last meeting 
time to the destination d is the earliest. The 
overall LanePost routing protocol is summa-
rized in Algorithm 3:

Theorem 1 (Optimality): For any given s 
and target d, LanePost provides the optimal 
routing path in minimizing the message trans-
mission delay from s to d.

Proof: Because the Lane-graph has consid-
ered all the meeting opportunities of ships for 
message transition, the opportunistic routing 
graph Gs,d constructed from the Lane- graph 
has included all the possible delay tolerant 
paths from s to d. So that the path with the 
shortest delay is the overall optimal path for 
delay minimization.

V. IMPLEMENTATION OF LANEPOST

From the analysis, we see LanePost provides 
the optimal routing path in maritime network 
in the ideal case. However in implementation, 
there are practical issues need to be consid-
ered.

5.1 How to collect the lane 
information?

The first problem is that how can we collect 
the lane information of the ships. There are 
actually three ways to do this.

1) To provide internet services to the on-
ship users, it is reasonable to consider only the 
large vessels that can take passengers. Such 
kind vessels are generally equipped with satel-
lite, AIS systems and their shipping lanes are 
regular and predefined. Their lane information 
can be easily reported by satellite or AIS links 
to the server.

2) If smaller ships without satellite or AIS 
system are considered, still, long-range com-
munication radio, such as MF/HF/VHF radios 
are equipped on these ships. So when such a 
small ship is in the communication range R 

Algorithm 3:  LanePost Routing Algorithm

Initialization: construct Lane-graph G based on all shipping lane information;
Online Phase: for s, d do
	 extract opportunistic routing graph Gs,d from G;
	 Select the path with the minimum delay to route data from s to d ;
end
�
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1) Ideal LanePost (iLanePost), which routes 
data to the delay-optimal single routing path;

2) Multi-path LanePost (mLanePost), which 
routes data to the top-K optimal routing paths;

3) Multi-path LanePost with consideration 
of restricted meeting conditions (mrLanePost) 
to tolerate the noises of shipping lanes.

We evaluated the performances of these 
protocols using the ONE simulator, i.e., Op-
portunistic Network Environment simulator 
[30]. The ONE is a simulation environment 
that is capable of simulating node movements 
using different movement models; routing 
messages between nodes with various DTN 
routing algorithms and sender and receiv-
er types. It is based on Java and provides a 
graphical user interface to visualize both mo-
bility and message passing in real time. By 
using the ONE simulator, we compared the 
multi-hop transmission delay, communication 
costs and the data delivery performances of 
the proposed protocols with the performances 
of Epidemic routing [5] and Spray&Wait [8] 
protocols in DTN networks.

6.1 Simulation by manhattan model

To generate the shipping lanes, we used the 
BonnMotion [31], a mobility scenario genera-
tion and analysis tool to generate the mobility 
scenarios of the ships. BonnMotion is a Java 
software which creates and analyzes mobility 
scenarios and is most commonly used as a tool 
for the investigation of mobile ad hoc network 
characteristics. The generated motion scenar-
ios of BonnMotion can be directed imported 
into the One simulator. BonnMotion supports 
more than ten types of mobility models. In this 
paper, to simulate the mobility of ships, we 
generated the shipping lanes using the Man-
hattan Grid model, in which the nodes (ships) 
moves only on predefined paths. The Man-
hattan Grid model generates grid type routing 
paths for the ships. It has two augments u and 
v, which set the number of blocks between 
the paths. We set the right and down areas of 
the simulation area as the shore. Only when 
the ships are within the communication radius 
from the shore it can upload and download 

in the communication radius r at some time. 
By reducing r, this meeting condition will be-
come more restrict. For example if we reduce 
r to r'<r, it will restrict that only when the 
predicted positions of two ships are within r', 
can they be considered have the opportunity to 
meet.

Let’s further see how the enhancement of 
meeting condition can help to tolerate lane 
noises. Considering two ships, a and b, if their 
predicted distance at time t are less than r', 
then they are predicted to meet at time t. In 
practice, according to lane noises, if the devia-
tion of these ships to their predicted locations 
are da and db respectively, then it is easy to 
prove that:

Proposition 1 (communication condition 
with lane noises): If two ships are predicted to 
be within distance r'; if the lane noises cause 
their real positions deviate to the predicted 
positions by da and db respectively, then these 
two ships can communicate against the lane 
noise in practice only if:
 da + db < r − r' (2)

Proof: If the predicted distance is d'<r', the 
real distance d'' must be less than d'+da+db, 
which is less than r'+da+db. Since da+db<r−r', 
then d''<r. An example of the proof is shown 
in Fig.3.

Therefore by introducing the restricted 
communication radius in LanePost protocol, 
the noise of lane information can be tolerated.

VI. SIMULATION RESULTS

With above practical considerations, we devel-
oped three versions of LanePost protocol:

Fig.3  restrict the meeting condition to tolerate the noises of shipping lanes
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(randomly generated from (0 − 1)Km are 
added to each ship’s x, y coordinates to sim-
ulate its position deviation from its predicted 
lane. In such a setting, the performances of 
the proposed protocols are shown in Fig.5. It 
can be seen that rmLanePost, mLanePost and 
iLanePost achieved good packet delivery ra-
tio which is only a little worse than Epidemic 
routing, but the communication cost and the 
packet delivery delay are much lower. The re-
sults indicate that even noisy lane information 
can great help routing protocol optimization in 
DTN.

6.3 Evaluation using real dataset

In addition to evaluate LanePost by ship lanes 
generated by simulations, we also used real 
ship lanes collected from AIS dataset to eval-
uate the effectiveness of propose algorithms. 
We used AIS dataset provided by BoLooMo 
International Group Ltd, http://www.boloomo.
com. BoLooMo runs the second large ship 
management system in China. It collects more 
than ten thousands ship location information 
in every minute. Each message of the ship 
location information includes 1) the ship ID, 
2) a times temp; 3) longitude; 4) latitude of 
the ship at that time instance. We used Matlab 
to convert the AIS messages into traces in-
formation of ships. We treat the trace of each 
ship as its lane information in the period. For 
effectiveness of evaluation, we selected 100 
ships lanes in ten days in the area of Chinese 

data from the access points on the shore. Each 
ship is randomly deployed on a path in the 
generated Manhattan motion map and choses 
a random moving direction from “east, west, 
south, and north”.

In simulation, without losing of the general-
ity, we only evaluate the cases when the ships 
transmit data towards the shore. Each ship 
generated a random volume of data uniformly 
distributed from 1M to 10M and the goal of 
routing protocol is to delivery the data gener-
ated by all ships to the shore. The settings of 
different simulations are listed in Table I.

6.2 Simulation results

Based on above simulation settings, the data 
delivery rate, the communication costs and the 
multi-hop data transmission delays of the pro-
posed routing protocols are compared together 
with Epidemic routing [5] and Spray&Wait [8] 
protocols.

1) Performances without Lane Noises: At 
first, we evaluated the cases when the lane 
information of the ships are exact. In this case, 
since the meeting events can be accurately 
predicted by the lane information, it is not 
necessary to conduct multi-path lanePost, nor 
restricting the meeting conditions. Therefore, 
in this case, only the performances of iLane-
Post are compared with that of the Epidemic 
routing and Spray&Wait.

Fig.4 shows the evaluated performances of 
iLanePost, Epidemic routing, and Spray&Wait, 
from which, we can see that iLanePost 
achieved the packet delivery ratio as good as 
Epidemic routing; the number of transmitted 
packets in LanePost is much lower than that 
of Epidemic routing and Spray&Wait; the 
average delivery delay in iLanePost is also 
much shorter than that of Epidemic routing 
and Spray&Wait. The results indicate that, via 
LanePost, we can achieve the optimal data 
delivery ratio as good as Epidemic routing but 
paying very low transmission and delay costs.

2) Performances with Lane Noises: Sec-
ondly, we consider the cases when the ship-
ping lane information is not exact. To simulate 
the lane errors, at each time, random noises 

Table I  Parameter settings in simulation
Parameter types Values

PHY-Model IEEE 802.16d

Data Rate 5.5Mbps

Volume of data generated by each ship 1M - 100M

Communication range (r) 1 Km

Restricted communication range (r') in mrLanepost 0.3Km

Long-range radio communication radius (R) 10Km

Number of ships (N) 20, 50, 100

Simulation scenarios (u, v) (49, 49)

Number of selected routing paths (K) in mLanePost 5

Buffer of each node unlimited

Simulation time 10000 seconds



China Communications • February 201775

Bohai gulf. The lanes of ten ships within one 
day was shown in Fig.6.

Then the lanes of ships were imported by 
BonnMotion software to build the mobility 
models of the ships. Then the mobility models 
were used in ONE simulator to construct the 
lane graph of ships and the opportunistic rout-
ing graph for LanePost. Then, in evaluation of 
the LanePost routing protocol, the ship with 
the largest distance to the shore was selected 
as the source node and the shore is selected 
as the destination. The message delivery per-
formances, including the message delivery 
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Fig.4  Packet delivery probability and number of packet transmissions for different protocols in the scenarios of different number of ships 
when the lane information is accurate

Fig.5  Packet delivery probability and number of packet transmissions for different protocols in the scenarios of different number of ships 
when the lane information is noisy

Fig.6  Example traces of 10 ships in one day in the chose AIS dataset
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